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clustering 

 

validation 

Validation: 

If semantic similarity in a pair of 

passages is less than a given 

threshold, then 

maxgap-1 and go back to clustering 

stage [1].  
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Team No Obfuscation Artificial Obfuscation Simulated Obfuscation 

 

R
ecall 

P
ercisio

n
 

G
ran

u
larity

 

P
lag

D
et 

R
ecall 

P
ercisio

n
 

G
ran

u
larity

 

P
lag

D
et 

R
ecall 

P
ercisio

n
 

G
ran

u
larity

 

P
lag

D
et 

Mashhadirajab 0.9939 0.9403 1 0.9663 0.9473 0.9416 1.0006 0.9440 0.8045 0.9336 1.0047 0.8613 

Gharavi 0.9825 0.9762 1 0.9793 0.8979 0.9647 1 0.9301 0.6895 0.9682 1 0.8054 

Momtaz 0.9532 0.8965 1 0.9240 0.9019 0.8979 1 0.8999 0.6534 0.9119 1 0.7613 

Minaei 0.9659 0.8663 1.0113 0.9060 0.8514 0.9324 1.0240 0.8750 0.5618 0.9110 1.1173 0.6422 

Esteki 0.9781 0.9689 1 0.9735 0.7758 0.9473 1 0.8530 0.3683 0.8982 1 0.5224 

Talebpour 0.9755 0.9775 1 0.9765 0.8971 0.9674 1.2074 0.8149 0.5961 0.9582 1.4111 0.5788 

 Ehsan 0.8065 0.7333 1 0.7682 0.7542 0.7573 1 0.7557 0.5154 0.7858 1 0.6225 

Gillam 0.7588 0.6257 1.4857 0.5221 0.4236 0.7744 1.5351 0.4080 0.2564 0.7748 1.5308 0.2876 

Mansourizadeh 0.9615 0.8821 3.7740 0.4080 0.8891 0.9129 3.6011 0.4091 0.4944 0.8791 3.1494 0.3082 

 

The algorithm submitted based on types of obfuscation 
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Rank/Team Runtime (h:m:s) Recall Percision  Granularity  F-Measure PlagDet 

1 Mashhadirajab 02:22:48 0.9191 0.9268 1.0014 0.9230 0.9220 

2 Gharavi 00:01:03 0.8582 0.9592 1 0.9059 0.9059 

3 Momtaz 00:16:08 0.8504 0.8925 1 0.8710 0.8710 

4 Minaei 00:01:33 0.7960 0.9203 1.0396 0.8536 0.8301 

5 Esteki 00:44:03 0.7012 0.9333 1 0.8008 0.8008 

6 Talebpour 02:24:19 0.8361 0.9638 1.2275 0.8954 0.7749 

7 Ehsan 00:24:08 0.7049 0.7496 1 0.7266 0.7266 

8 Gillam 21:08:54 0.4140 0.7548 1.5280 0.5347 0.3996 

9 Mansourizadeh 00:02:38 0.8065 0.9000 3.5369 0.8507 0.3899 

 

The text alignment algorithms performance on Persian Plagdet corpus 2016  
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Conclusions and Future Work 
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 The proposed method consists of four stages used to aligned the passages of 

a given document pair 

 The SVM neural network was used to identify the type of obfuscation and set 

the parameters on the basis of obfuscation. 

 The results showed that this was effective for improving precision and recall. 

 Although the proposed approach ranked first for performance compared with 

other participants, but  the runtime should be decreased. 

 Future study will focus on improving the runtime and the semantic similarity 

measure in the seeding stage. 
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